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_As emphasized by the chapters in this volume, the study of variability is essential
for understanding coordination. We can choose to focus on the competence of the
- performer, identifying his or her capabilities and skills. But in doing so, we are
owledging the limitations of this performer. An important source of constraint
‘underlying these limitations is that the individual performances of a paricular
_task are variable. Differences between individuals may result from differences in
- variability between individuals on a particular task. On the other Innd individual
differences may exist in terms of g | abilities required for di

TASK-SPECIFIC APPROACH TO VARIABILITY
Q'neapproachwsmdymg variability is to examine i d by a particul

- For instance, Kelso (1984; Kelso & Ding, this vulume.chlp 11) has identified
‘eondums conducive to stable performance on repetitive bimanual rhythmic move-
ments and conditions yielding unstable, variable performance on this same task.
Although the same approach may be applied to other tasks, a basic goal is to describe
. the coordinative structures specific for that task. Research on individual differences
. has also emphasized the need for examining task-specific constraints. For example,
from a large set of correlational studies, Fleishman (1966) concluded that, although
there may be a number of basic component abilities shared across tasks, extended
practice increased the importance of task-specific sources of variation.

COMPONENT-ANALYSIS APPROACH
TO VARIABILITY

In our research, we have taken a different approach to the study of variability. Like
_ Fleishman, we start with the premise that there are many sources of variability in
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straints, may be idiosyncratic to that particular task. Others arise because of y, i?

ity in the operation of component menal processes. Of course, these hyn
mental processes cannot be directly observed: we must define an
dent variable that is observable or derived from an overt action—and ip
a new problem arises. Our observable measure will likely include many g
variability, making it difficult to tease out the hypothetical basic

Our solution to this dilemma has been to devise model tasks tha
cxperi_menlxl tests of putative mental operations involved in the p
coordinated actions. In designing these tasks, we attempt 1o isolate one
meachlisk.oruleaslsuucturelhnmsksumulheopemuonmder con
would be expected to contribute greatly to the total variability, Two
a repetitive tapping task and a force control task (Keele, Ivry, & Pokomy,
The former was chosen to measure variability of an internal timing
contrast, the latter task was chosen to measure variability of processes i
the regulation of force output.

The tapping task is based on a paradigm introduced by Wing and
(1973). On each trial, a computer Presents a series of evenly spaced tones
et al. (1987). the tones were separated by an interval of 400 ms. When o
subject begi_ns tapping on a response key, attempting to synchronize his ¢
responses with the pacing tones. After 12 paced responses, the tones cease,
subject continues tapping for 30 more intervals. Subjects are generally .
respt_md ata llrnean rate close to the target interval. Our primary measure STEDIES OF TIMING X aNIans ETe
consistency of the internal timing system is the standard deviati ‘the intertay =
intervals churiag the unpaced poreio, of e . 00 afii "In this section, we focus on timing variability. This work is presented in two parts.

Each trial in the force control task begins with the presentation of a hori e 00 Sovtoe cuye fnlion oF puiisen w mmlos;m e
S:'egﬂlimfa compier "‘1%”32’;,,. The vertical placement of the ine i 1 S ——— R o v e

or that trial: The higher the line, the greater 0 ered one component of motor control. Moreover, the evi implicates the cerebel-

computer then plays a tone, after which the subject makes an imf " ‘lum as playing a critical role in the operation of an internal timing system. Deficits
;m . §auin gauge. Feedback is presented graphically o indicate if the p 3 in this neural system are associated with increases in timing variability in both

o ~ Second, we will present some new data exploring an all ive way to

timing variability. These data complement the correlational work with healthy sub-
jects and the patient research in pointing toward an internal timing system that spans
- motor and perceptual domains. The method also has the potential for a logical
extension of the component approach. Our earlier work has primarily focused on
| separating variance associated with timing from variance associated with other
components of motor control such as force control. One goal of this new approach

~ is to begin a component analysis of the clock itself. That is, in order to understand
the operation of an internal clock at a mechanistic level, we believe it will be

lnsepameblocks.uwﬁnungmfmcouuulmkswmpezfmmd ith mc ‘necessary 1o develop a model of the component processes that form the clock.
Timing Variability in Patients With Neurological Lesions

ments of either the index finger or the forearm (Keele et al., 1987). The correlati
matrix of the standard deviation scores is shown in Table 15.1. When ca
There recently has been a burgeoning interest among cognitive psychologists in the
. study of patients with neurological disorders. Although there are many reasons for

Timing Force
Finger Arm Finger

pperations. We attributed the timing correlation to the operation of an internal timing
system (see also Keele, Pokorny, Corcos, & Ivry, 1985) and the force correlation
10 the operation of an internal process regulating force output or a variable correlated
with force control. We argued that previous difficulties in accounting for individual
differences in coordination may have arisen in part because the selected tasks
nvolved substantial contributions from both the timing and the force control systems.

1o minimize timing requirements in the f control task by rnndomly

bymsk,ﬂwomelnionswmhigh reaching .90 on the timin,

. 3 d g task and .76 on
force task. Correlations by effector were much smaller, ranging from .18 to .34
These results suggest that the two tasks were dependent on different componen




i i i ited 28 patients with
For studying the effects of basal ganglia lesions, we recruited 28 .
Pnrkinsm'sy] digem. All of these patients were taking L-dopa medication at the time
 of testing. This treatment ameliorates some Parkinson symptoms, but there were
* g1ill obvious motor problems in these patients.

this, both theoretical and technological, three are of particular interest for'es .',
purposes. First, the logic underlying the study of patient populations is similar 1o
that developed in the individual difference studies with healthy populations :
individual difference studies assume that there are consistent differences in ; ¥ j , centered in the
operation of a given process. A range in performance will be achieved because ¢ The third RIS PO s 7)1 !mAfch:fl mu;;musmlm some degree
this variation: For example, in some individuals, an internal timing process is mg _ posterior region of the frontal :;lenl to the lesion, indicating that the lesions
consistent than in other individuals. In the patient studies, the range of differencac - of hemiparesis in the hand contral However, we selected only subjects for
may be amplified as a consequence of the neurological impairment. If the in . included upper I_unb areas of motor t;zﬂt:’l- b perfm of the tapping task.
timing process is dependent on a particular neural system, then lesions of thic whom the deficit was not so sevcrtl el (n = 21) consisted of healthy people
system are expected to produce increased timing variability. Note that for bt L A fourth group of elderly control subj disturbance. The mean age of this group,
methodologies, the evidence is essentially correlational. In the studies with hea] j"iﬂ" no history of — ological di l:: r:;«m es-of the patient groups (range
subjects, the correlations are based on individual variation found in a sample 67 Yegfls °|:-3 e sllg]:l)ly - -
from a homogeneous population. In the patient studies, the correlations are jprom 31 to 03 yoms GiF). : S ing task required the
on gmupdiﬂc‘;srenm that arise as a result of samples being drawn from hetero - As described Ple‘""“sal’);a‘;hu:?pm ﬂ:wmznu;;nm ::ferut:p ::,T:,] S
populations. These populations are developed by categorizing patients accordi production of 12 pu:ad . hosen so that the subjects would not
the neural system(s) affected by their lesions. o 1550 ms in the patient study. This pace “r"Is oping. The subjects completed at least
Second, the study of neurological patients can provide converging evidence fog fbe performing near their :pm::n e 24 6 St o, A oo i S Y
the wtility of a cognitive model. Based on studies with healthy subjects, we hay 12 tapping trials, grouped into blocks of ure of imerest was the variability
argued that force and timing can be considered to be two relatively independen  subjects (Keeleetal., lggsl'clgﬂs"mmmw e
components of coordination. Although this model does not provide any a py b b ot 4 mmer:n .',nd.m deviations for the four groups. Two results
constraints concerning physiological mechanisms, a reasonable conjecture would Figure 15.1 shoﬂ:st!w no ;jﬁm between the Parkinson patients and the
that different neural systems are involved in the operation of these two compone; Jpund out. Pirsl, theee was iking, considering that these patients showed
this were so, then lesions of one neural system should produce a deficit in ti control subjects. This .resull was sms '?,f;iudins bradykinesia and rigidity. Despite
control, whereas lesions of a different neural system should produce a deficit [ Su S ts v;em as consistent as the age-matched control
force control. Double dissociations of this sort are generally interpreted as stro these deficits, ﬂ‘e‘i:"t'"m;m deviation for both the cerebellar and the cortical
evidence for the existence of two processes in neuropsychological research, subjects. Secondr Illluhli- gher than for either the control subjects or the Parkinson
Third, linkage of a particular mental operation with a given neural system is. RET0S N0 A the mean standard deviations for the
interest for localization theories of the brain. Many students of behavior have k wereipave b g
an eye on the relation of mind and matter and view neuropsychological research cerebellar n;: in Fipﬂ 15.1 look at overall variability on the tapping task.
a valuable tool for providing insight on this issue. Thus, the study of patients can. Lok m,e.sons “mgu:e pelwn could have trouble with this task. One reason
prove useful for further developing our cognitive model as well as for identifyi b:" T of inconsistency in an internal timing process. Alternatively, the
the crucial neural systems required for timing and force control. - 'ct;:ik m‘b;“““ pmpetlmy. indicating the appropriate time at which a response
should be made, but the motor system may have difficulty in executing that response.
f That s, the clock may comrectly determine when a series of responses should oo,
but the motor apparatus may introduce variability in implementing o s
We next turn to a finer grained analysis of the patients’ variability on the continuation

Repetitive Tapping Task

Paﬂenlswithcoﬂica]mdsubomﬁculnm!mdismderswmmﬂedonﬂnrepeu

tapping task (Ivry & Keele, 1989). Patients were assigned to one of three gr

depending on whether their lesions were centered in the cerebellum, basal ganglia,

or frontal cerebral cortex. Classification criteria were based on a clinical examinatio e

and neuroradiographic data. s
The cerebellar group (n = 27) included patients with either focal or diffuse lesion:

The focal lesions (n = 11) were the result of tumor or stroke, and the result:

_Analysis of Tapping Data With the Wing-Kristofferson Model

Wing and Kristofferson (1973) proposed a formal _model for decomposing the total
variability on the repetitive tapping task into (wo independent sources. The rnodel-
is described in detail in their paper (see also Wing, 1980; lm%&m
(n = 16) were the result of atrophic processes. In some of the patients with 1988). Briefly, the key assumptions of the model are as fm_.munl:d g
degenerative disorder, there was evidence of extracerebellar involvemen . assumed to be the sum of three events. Two of the events a:::thcke e
T - - . implementation system—namely, the time required to implemen y press
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Figure 15.1
tapping task. !
Note. From **Timing Functions of the Cercbellum'” by R. Ivry and S. Keele, 1989, Journal of Cogni- !
tive Neuroscience, 1, pp. 136-152. Adapled by permission. i

Mean standard deviations of the intenap intervals for the four groups on the |

initiates the interval and the time required to implement the key press that terminates |
the interval. The third event is the interval metered out by a central clock. Wing
and Kristofferson treat the clock and implementation processes as two random
variables with normal variances. The mean of the clock is set (by the pacing signal)
1o the target interval, and the mean of the implementation durations, referred to as
motor delays, is an unknown constant. Because the two processes are assumed to
be independent, the total variability is simply the sum of the variances of the |
component parts. That is,
o} = 6% + 26} (15.!_?
where ¢ and md stand for clock and motor delay (implementation), respeclivelj.r
A critical assumption of the Wing-Kristofferson model is that all of the component
events occur independently. Each output from the clock process is assumed to be
independent of preceding clock outputs, each motor delay is assumed to be indepen-
dent of other motor delays, and, as stated previously, all of the clock outputs and
motor delays are assumed to be independent of one another. In other words, the
model assumes that the task is performed in an open-loop mode. From this assump-
tion, Wing and Kristofferson have shown that an estimate of the variance associated

with the implementation process is a function of the covariance between successive
intervals, or

Sl

Gin

—autocov(l)

- A graphic depiction of this formalization is given in Ivry

The variance associated with the clock can now be estim

" overall variance of the intertap intervals is obtained dirc

estimate of motor delay variance is obtained from the cc

.~ tracting this value from the overall variance will yield an es

The Wing-Kristofferson model has received empirical

 studies with healthy subjects (reviewed in Wing, 1980). 2
- model can be made using patients with peripheral neuropatk
- Keele & Ivry, 1987). Given that timing variability correlate

et al., 1985, 1987), we assume that the clock is a cent
accessible to all effectors. Thus, the model should attribute a

_in peripheral patients to the implementation system. We v
- of the peripheral nervous system to affect the timing proc

Four patients with peripheral neuropathies were testec
Their etiologies varied: Two had ulnar nerve damage, on
and one had suffered an entrapped nerve at the shoulder. T

~not so much for a specific lesion, but rather because thei

were the result of a peripheral neuropathy.

One important feature in testing these patients is that thei
The patients were only impaired when using the hand ipsik
a within-subject design can be employed in which perfor
effector is compared to performance with an unimpaired
involved comparing tapping performance with the index f
right hand. In one case the comparison was between (wo f

Overall, the mean standard deviation when tapping witk
was 28 ms. When tapping with the impaired effector, the m
a 20% increase. The clock and motor delay estimates ar
There is a negligible increase in the clock estimate for ta
hand. In contrast, the motor delay estimate is over 40%
hand. Although the percentage increase varied from 15%
the impaired hand yielded a higher motor delay estimau
block-by-block comparisons. Thus, as predicted, the mq
variability in patients with peripheral neuropathies to the

Fortified by this neuropsychological validation of the W
we then performed a series of within-subject comparisons u
of the central nervous system (Ivry & Keele, 1989; Ivry et al
patients were recruited to perform the tapping task under tw
In the on condition, the patients were tested while following
regimen. In the off condition, the patients skipped their mon

. prior to testing. Clinically, this on-off manipulation prod

of the patients became much more rigid and bradykinetic
these changes, there was no effect in their performance
overall variability as well as the estimates of the clock anc
nents were essentially identical under both conditions. As
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Figure 15.2 Clock and motor delay estimates from the Wing-Kristofferson model for the
patients with peripheral neuropathies.

Note. From “*Timing Functions of the Cerebellum’* by R. Ivry and S. Keele, 1989, Journal of Cogni-
tive Newroscience, 1, pp. 136-152. Adapted by permission.

the within-subject experiment confirmed that lesions of the basal ganglia do not
affect tapping consistency or the operation of a central timing process. i
Within-subject comparisons were made for seven patients with cortical lesions
and eight patients with focal cerebellar lesions (Ivry & Keele, 1989). In all of these
cases, the lesions were unilateral, allowing a comparison to be made between an
impaired effector and unimpaired effector on the tapping task. The mean clock and
motor delay estimates for these two groups are shown in Figure 15.3, a and b.
Averaging across the patients within the two groups, the Wing-Kristofferson model
attributed the increased variability to both the clock and the implementation com
ponents.
However, by averaging within each group, we may have obscured individual
deficits that can be identified by the within-subject comparisons. We were unable
1o identify any such differences by further analysis of the tapping data for patients
with cortical lesions. Moreover, the data for some of the cortical patients showed
consistent violations of the Wing-Kristofferson model. T
A clearer picture emerged in an extended analysis of a group of cerebellar patients
with focal lesions (Ivry et al., 1988). Seven patients were tested. Each subject
produced a minimum of eight six-trial blocks, four blocks with each hand. Th€
patients were separated into two subgroups, based on neuroradiographic and clinical
criterion. For four of the subjects, the lesion foci were lateral, encompassing portions
of the cerebellar hemisphere on the impaired side. These patients all pre ed
symptoms associated with hemispheric lesions, notably dysmetria in voluntary m:ﬁ
ments. The lesions were more medial for the other three patients, and their pri ]

E

Shcing tt
40 T —_—
35
30
._E, 25 1
& 20
o
c
215
[}
10
L
0 — -
Clock Implementation
a Variability Source
40 1 -—
35
30
_:F/ 25
® 20
[=]
C
= 15
wv
10
>
R LN
Clock Implementation
b Variability Source

Figure 15.3 Clock and motor delay estimates from the Wing-Kris
tients with (a) unilateral cortical or (b) cerebellar lesions.

Note. From **Timing Functions of the Cerebellum’” by R. Ivry and S. Keel
tive Neurosciente, 1, pp. 136-152. Adapted by permission.

symptoms, disturbances of balance and gait, were more typi
lesions.

The results from the Wing-Kristofferson analysis are sho
and b. The increased tapping variability for the patients wil
attributed 1o/ the clock process. In contrast, the increased ta
attributed to the implementation process for the patients with
result was extremely consistent over tapping blocks: The sey
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Figure 154 Clock and motor delay estimates from the Wing-Kristofferson model for pa-
tients with lesions centered in either (a) the medial cerebellum or (b) the lateral cere-
bellum.

Note. From **Dissociation of the Lateral and Medial Cerebellum in Movement Timing and Move-
ment Execution™ by R. Ivry, 5. Keele, and H. Diener, 1988, Experimental Brain Research, 73, pp.
167-180. Adapted by permission.

oI et 1 .

!‘l
b
‘g

Shicing

a total of 100 six-trial blocks, or 50 impaired-unimpaired co
described above was reversed in only 1 of the 50 comparis
These data indicate that an internal timing system is disru
of the lateral regions of the cerebellum. Medial cerebellar
tapping variability, but this increase appears (o be the res
processes associated with implementing a response. This dc
accord with functional models of the cerebellum derived fror
of neural connectivity of the lateral and medial regions (e.g
1974). Much of the output from the lateral regions projects
cortical areas via the ventrolateral thalamus (Asanuma, Ti
Goldberg, 1985; Schell & Strick, 1984). Medial cerebellar
vate descending pathways in the brainstem and spinal cord
Jones, 1983b; Wilson, Uchino, Maunz, Susswein, & Fuku:
distinction can be made between neural pathways that ascend
The former could presumably contribute to motor planni
whereas the latter would be expected to contribute to mov
(Allen & Tsukahara, 1974). As argued previously, setting the
of the movement may be one component of motor program
where timing control is part of the explicit movement goal.
the lateral cerebellum plays a critical role in this process.

Time Perception in Patients With Neurological Les

One problem with the tapping data is that the results were qu
with cerebellar and cortical lesions. Both groups were more v
subjects and the Wing-Kristofferson estimates were proble
patients. It is possible that both the cortex and the cerebellun
timing system. That is, timing may be a distributed process
spanning a number of neural structures. On the other hand, o1
may be most critical for timing. Lesions of the other area n
deficit because of limitations in the Wing-Kristofferson mod
partitions total variability into two components, labeled the cl
tation systems. The implementation estimate is theoretica
component is subtracted out, the remaining variance is attribul
nent. However, variability in other central (i.e., nonimpleme
also be contained in the remainder (Ivry & Keele, 1989)
Kristofferson referred to the two components as clock and it
accurate dichotomy would be central and peripheral compc
be just one part of the central component.

Given these limitations, it is important to consider other tas
timing. One task we have employed involves the perception
On each task, the subject hears four 50-ms tones, grouped
tones each. The first two tones are separated by a fixed in
experiments, this interval was set at 400 ms. Then, after a
pair of tones is presented. The interval between this pair is vi
task is to judge whether the second, comparison interval is
the first, standard interval. Based on the correciness of the
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duration of the comparison interval is adjusted. After a number of trials, an estimate 30
of perceptual acuity is obtained. This estimate is given as a standard deviation, 45 -
corresponding to a threshold at which the subject’s performance is approxumalely i
75% correct (Pentland, 1980). o 40 1
If there exists a task-independent internal timing system, then we would expoa 15
to find a positive correlation between performance on the motor tapping task and [ 13 -
performance on the perception-of-duration task. Keele et al. (1985) obtained a f ¥ £ 30
significant correlation of .53 (.60 following a reliability correction) between these e 28
two tasks in a study with 32 healthy college students. This result, coupled with the = a8
cross-effector tapping correlations, formed the comerstone for the hypothesis that = 620
one component of coordination was an internal timing process. i -
The perception task can also be used in the patient research. If a particular neural 15
system is part of an internal timing system, then patients with lesions of this system ' 10
should be more variable in making duration judgments. Indeed, the perception-of-
duration task has a major advantage over the tapping task, in that there are no motor 5
requirements. For the tapping task, we selected patients with disorders of movement, 8 e
but we were constrained in that we could not test patients with the most severe Conlrols Parkinson Corsbelor
problems, because they were unable to complete the task. The perception task is a Group
not similarly constrained; the only requirement is that the patients be able to under- 27 e e L T
stand the directions. 5
Eight patients with cortical lesions, 28 Parkinson patients, 27 patients with cerebel-  © L
lar lesions, and 21 elderly control subjects were recruited (Ivry & Keele, 1989). 16
Most of the subjects had also been tested in the tapping study. The subjects were |
tested on two perception tasks: the perception-of-duration task and a control task 1.4
in which they compared the loudness of auditory stimuli. As in the duration percep- § B2
tion task, each trial for the control task consisted of two pairs of two tones each. Gt
The interval between both pairs was always 400 ms. The volume of the second P
pair was either more or less intense than the volume of the first pair. The same 5
psychophysical procedure was used to obtain loudness thresholds. This task was - 0.3
included to ensure that any deficit obtained on the perception-of-duration task could 08
not be attributed to a generalized problem with auditory tasks or psychophysu:al
testing procedures. 0.4
The results for the two tasks are shown in Figure 15.5, a and b (Ivry & Keele; - 0.4
1989). Statistical analyses revealed a second double dissociation implicating the ;
cerebellum in timing control. The cerebellar patients were significantly more variable 0
than the control subjects on the perception-of-duration task. The cortical patients b '  Controls P"‘“"Bm

performed approximately as well as the control subjects on this task. Howev
these subjects were significantly more variable on the perception-of-loudness task.
Although it was not predicted, we believe this latter result arose because some of
the cortical lesions extended into the audllory cortex. Nonetheless, this ﬁndlnl s
strengthens the perception-of-duration results in two ways. First, it demonstrates
that both perception tasks were sensitive enough to identify potential deficits. Second, g
it emphasizes that the cerebellar deficit on the perception-of-duration task is specific
and not the result of a generalized impairment. i

Figure 15.5 Mean standard deviation on (a) the perception of dur
ception of loudness tasks,

Note. From * “Timing Functions of the Cerebellum™ by R. Ivry and S. Keel
tive Neuroscience, 1, pp. 136-152. Adapied by permission.

- functions. Our results do not dispute this belief: They simply p
hypothesis regarding one computational role of the cerebellur
especially skilled movements, require precise coordination of b
- ral events. We have hypothesized that the cerebellum can be

timing system. At least one function of this neural structu

Role of the Cerebellum in Other Tasks Requiring Timing

The finding of a deficit on a purely perceptual task following lesions of the cerebelluni o
was exciting. This neural system has traditionally been associated with motor
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component operations needed to produce the temporal aspects of coordinated
movements. Moreover, we believe this computational capability extends beyond
the motor domain. The results on the perception-of-duration task indicate that a
common internal timing system is invoked across a variety of tasks if those taskl
have similar computational requirements. % .
We have replicated the pen:epnon-of—durauon results with both auditory tnd p
visual stimuli (Ivry & Gopal, in press). We have also found that patients with :
cerebellar lesions are impaired on a perceptual task in which judgments are m.
about the velocity of a moving stimulus (Ivry & Diener, 1991). This latter task was 5‘
selected for two reasons. First, velocity, by definition, involves a computation :
occurs over time. Second, lesions of the cerebellum have been associated with eye
movement disorders (Aschoff & Cohen, 1971; Ritchie, 1976), and we were interested
in whether these disorders might, in part, reflect impaired perception of a to-be-
tracked stimulus. | 8
Moreover, we have argued that the cerebellar timing hypothesis can account for A
a number of disparate functions associated with the cerebellum (Keele & Ivry, in
press). Some of these are summarized in Table 15.2. Together with our cmpmcal :
results, we believe that a compelling argument can be made that timing control can* 4
be viewed as a component operation of coordination. :

Slope Analysis of Timing Variability

The Wing-Kristofferson model provides one way to partition variance on the repeti-
tive tapping task. Wing and Kristofferson have typically referred to the two sub-
components as clock and implementation (or motor delay). However, as discussed? y
earlier, only the implementation component is theoretically derived; once this ls ¢

I
Table 152 Generalization of the Timing Hypothesis to Other Functions Associated 1
With the Cerebellum

Deficit Timing interpretation and selected reference

Loss of ability to temporally coordinate agonist/antagonist activi '
especially antagonist onset (Hallen, Shahani, & Young, 1985) .

Hypermetria in
rapid movements

Locomotion ataxia Loss of ability to coordinate phase-phase relations between

different limbs (Arshavsky, Gelfand, & Orlovsky, 1983)
Loss of ability 1o represent temporal relationship of conditioned ;\
stimulus to unconditioned stimulus necessary for making

conditioned response adaptive (Thompson, 1986) i

Abolition of
conditioned leaming

Efference copy Loss of ability to anticipate afferent information (Gellman,
Gibson, & Houk, 1985) IS
Cerebellar dysarthria  Deficit in temporally coordinating interarticulatory actions (lvry . -'.-

Gopal, in press)

DHCIE e

estimated, the remaining variance is, by default, attributed to

~ turn to an alternative approach to partitioning variance on timi

1 Logic of Approach and Background/Previous Work

We call this approach a slope analysis. The basic idea is quite
employed by others (e.g., Getty, 1975; Killeen & Weiss, 1987

~ variability of a timing system is assumed to increase with the du

being timed. Thus, if timing variability is measured as a function

~ the slope of this function provides an estimate of clock variabil
.~ rests on one critical assumption, namely, that the only duratiol

involved in a timing task is the clock. As in the Wing-Krist
observed variability is assumed to be the sum of the contribut

- independent processes. One of these processes is a timing syst
. may be involved in implementing responses, and there may
- processes. However, for the slope analysis to be valid, we m

of the processes other than the timing system are independent
If the subject is tapping repetitive intervals of 350 ms or 55(
due to the implementation component is invariant.

This assumption is also an essential part of the Wing-Krist
model assumes independence of clock and implementation

~ estimate the implementation variability. Wing (1980) reports o
. in which clock and motor delay estimates were derived for taj

target intervals over the range 220 to 490 ms. As predicted, the 1

~ was essentially constant over the different intervals. In conn

clock variance was highly dependent on the produced interval,
of approximately 95 ms’, when the intertap interval was 22
approximately 465 ms’, when the intertap interval was 490 ms
of the strongest sources of support for the Wing-Kristofferson

While the basic assumptions of the Wing-Kristofferson mo
the clock estimate will vary with interval duration, the exact forn
is dependent on additional assumptions about the mechani
Killeen & Weiss, 1987). Two-process clock-counter models
linear relationship between variance and interval duration (At
1962). Alternative models in which the time-dependent varial
a single process such as variable activation times (e.g., Grot
1989; also Rosenbaum, 1990) predict that the linear relations

the standard deviation and interval duration (general form of We
1975). Wing (1980) plotted the estimate of clock variance as 2
- duration and rved a significant linear fit. Over 96% of the va

for by the linear component. However, a linear relationship
strong when the data are replotted with standard deviation dep
(Figure 15.6, a and b). Indeed, the proportion of clock varian
a linear component actually increases slightly.

Obviously, from a regression analysis it is unclear whether tl
of timing variability as a function of interval duration is in 1

- standard deviation. However, the second parameter of the reg
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- for the variance function is problematic, especially considerin
~ definition must be positive. Thus, our working hypothesis i
~ deviation function is more accurate.

The variance-standard deviation debate is secondary to our cur

-

e, T r——sy————
220 250 280 310 340 370 400 430 460 490

a Torgetl Duration

less of the outcome, the basic point is that, assuming linearity
provides an alternative way to estimate clock variability. This ap
of strengths in comparison to the Wing-Kristofferson model. F
- (1980) has plotted the clock estimate, there is no need to perforn
into clock and motor delay. The slope analysis can be perfon
- observed data. This bypasses error that will be introduced by the e
This is especially important given that the clock and motor delay
estimated independently; in the Wing-Kristofferson model, the cl¢
by subtraction. Any error in estimating the motor delay componer
error in the clock estimate. The slope analysis eliminates the de

Second, the slope analysis provides an alternative method fc
~ timing with perceptual timing. The strength of the Wing-Kris
- motor timing was that it provided an analytic tool for separating ci

20 /

5
l\.

Stan Dev (ms)
=3
"
[ ]

sources of variability. The perception task used in our patient st
~ for a similar decomposition: All of the variability is treated as a lur
it is reasonable to assume that there is also peripheral, or n
- contributing to performance on this task. For example, there m

¥
220 250 280 310 340 370 400 430 460 490

b Target Duration

~ the perceived onset of the tones. The slope analysis can provide
~ for decomposing performance on either motor or perceptual tim
- provides an estimate of the clock component. If a common interr
~ in both tasks, then the slope values should be comparable. The
. contain a preliminary report of two experiments testing this pre

~ Slope Experiment 1

~ In the first expériment, subjects performed the repetitive tapping
tion task at four different target durations, 325 ms, 400 ms, 47
- To improve thq stability of the data, each subject completed four
- of eight blocks each. Four blocks involved tapping, one bloc

Figure 15.6 Clock and motor delay estimates as a function of target interval. Data are e %
timated from Wing (1980). Variance is plotted on the ordinate in (a), and standard devlq- B .

tion is plotted on the ordinate in (b).
Note. From **The Long and Short of Timing in Response Sequences'’

lishers. Adapted by permission.

-
intercept, may be informative. In the Wing (1980) data, the intercept for the clock
variance function is —155 ms”. In contrast, the intercept for the clock standard-
deviation function is essentially O ms. On intuitive grounds, we would expect the
intercept to be zero: as the interval to be timed approaches zero, the variance s d
also become negligible. The large negative value yielded by the regression equmm

by AM. Wing. In Tman'aﬁ
in Motor Behavior by G. Stelmach and J. Requin (Eds.), 1980, New York: Elsevier Science Pub-

~ Each block consisted of a practice trial and six test trials. Thi
. tested time perception in which the four durations served as the s
~ blocks. The order of blocks was counterbalanced with the con
- and perception for a given duration were paired, with the taj
- preceding the perception block. To date, five subjects have cor
- Figure 15.7, a and b, presents the variability data plotied as a f
~ Variance is plotted on the ordinate in Figure 15.7a, and standard
on the ordinate in Figure 15.7b. Separate functions are shown for
ity on the tapping task as well as estimated clock and motor
~ Note that the current data replicate Wing (1980) and provide sir
~ basic slope prediction derived from the Wing-Kristofferson mod
_ estimale varies immmally with duration, whereas the clock estim:
tonically. |
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1000 s . . Table 15.3 Regression Analysis for Slope Experiment 1
900 Perception |
o+
800 1 T TN‘L Slope Interc
= 7001 —— I Measure (ms) (ms
£ ; Clock | _
% 600 / - l ;
E i Motor Delay | . Standard deviation
g . Vs / 1 " Tapping total 0.0213 10
& 400 P { Clock 0.0311 1
6 Pl Motor delay -0.0032
> 300 ¥ A Perception 0.0584 e
200 i Variance
100 4 =T Tapping total 0.8483 28
T e S —® Clock 0.8824 -163
0 T — T T T Motor delay -0.0527 90
325 400 475 550 .
a Torget Duration Perception 2.7893 -615
35
-
sal ':'_j”'“’“ ~ overall variability data on the tapping task is slightly larger, |
Tapping Tokd motor delay estimate of 8.2 ms. This is predicted because
28 - include not only the motor delay component, but also oth
= Clock - variability that are not duration dependent. One troubling @
Eap il / - ~ scores, however, is that the perception intercept is negative, -
> —— Motor Delay - was predicted to estimate nonclock variability on the percef
3 15 / . that the negative intercept reflects measurement error. It is a
g Gt T sources of variability on the perception task are negligible.
104 I - Given the intercept results, we focus on the slopes for
P et - T BT - functions.' Contrary to our prediction, the mean slope estin
5 - the tapping and the perception functions. Even though on
- completed this task, the difference is marginally significant,
0 Ml Wetl] " ¥ b two-tailed test. The perception slope is almost three times a
325 400 475 550  slope. The difference is reduced if the clock slope for the tapy
b Torget Duration

~ for the over#ll scores. However, the perception slope is still 8
 data, the slope analysis does not provide converging evidence
~ system is inyoked in the repetitive-tapping and the perceptic

Figure 15.7 Results of Slope Experiment 1. Data from the repetitive tapping task are
plotied in terms of overall variability (a), and standard deviation (b), with estimates of

clock and motor delay components from the Wing-Kristofferson model. Slope Ex pé chnent 3

- There are a number of possible explanations for the differ
although each subject completed four sessions, the data m
~ enough for this type of analysis; the slope values are heavily 1

Table 15.3 summarizes the regression analyses. A linear component accounts for
over 85% of the variance for all of the functions except the motor delay estimates. ;
As in our reanalysis of the Wing (1980) data, the intercepts indicate that the standard
deviation functions are more meaningful. Large negative intercepts are obtained for
both the clock and the perception variance functions. In contrast, the intercept values
for the standard deviation functions are in agreement with a couple of different

predictions. First, the clock intercept is close to zero. Second, the intercept for the

"The intercept of the function for overall variance on the tapping is positiv
functions may be viable. However, not only is the variance function for th
- but, by our approximations, the variance function in Wing (1980) yields a
ms’. The intercept for the standard deviation function from Wing's data is
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and slowest target durations, and error in estimating these data points would distort 1000
the functions. Second, the central assumption underlying the slope analysis may not 900 4
be correct. Sources of variability other than the clock may contribute to the slope
values. Third, the timing demands in the tapping and pen:cpnon tasks may not be 800
comparable. In particular, each trial in the tapping task requires the production of ~ 700 {
a series of 42 consecutive intervals, 12 with a pacing signal and 30 unpaced. In ? 600
contrast, each trial on the perception task requires a comparison between 2 isolated " £
intervals, the standard interval and the comparison interval. It is possible that lhe' , e 500
repetitive aspect of the tapping task serves to stabilize the operation of an internal ;- g 400
timing system. This would produce a decrease in variability on the tapping task. {54 [
We thus modified the procedures in a second experiment to make the two tasks > 300 1
more comparable. The modified tapping task began with a paced phase in which b 200
the computer generated a single interval marked by two 50-ms tones. The word tap
then appeared on the screen, and the subject made two key presses, attempting 0 100
reproduce the target interval. This procedure was repeated until the subject had = 0 : . : 3
produced 12 isolated intervals following the presentation of the target interval. 325 400 475 550
Following this, the tones were eliminated, and the subject produced 30 more intervals, | " Target Duration
each individually initiated after the word rap was displayed on the computer. The * 15
response-stimulus interval was randomly varied to prevent subjects from adopting ©
a rhythmic mode of responding. After producing 30 unpaced intervals, the subject | 30+
was provided with feedback. A block consisted of one practice and six test trials. ¢
Each subject completed four blocks, one at each of the four target durations. 28 4
After completing a block of tapping, the subjects were tested on a modified -
version of the perception task. On each trial, only a single test interval was presented. £ 201
The subject judged whether the interval was shorter or longer than an implicit =
standard. To help the subjects establish an implicit standard, the first 10 trials of a -]
block involved relatively easy comparisons. For example, if the target interval was & .
400 ms, the durations used in the first 10 trials were either less than 325 ms or "
greater than 475 ms. Subjects rarely made errors with these values when performlng b 1
the perception task with a standard interval. In addition, the preceding tapping trials ‘
were expected to establish an appropriate standard interval, because the subjects 51
had just completed a set of tapping trials at that duration. g
To summarize, in the second slope experiment, the intervals were gcne ate: 0 125 200 75 g
individually rather than repetitively. Correspondingly, the perceptual judg b f Torget Duration _—

were made on isolated intervals. The same five subjects were tested. One subj
completed the 2nd slope experiment prior 1o the Ist slope experiment. |

The variability functions and regression analyses are summarized in Figure 15
a and b, and Table 15.4, respectively. Over 88% of the variance is accounted f
by a linear function for both functions when plotted by variance (Figure 15.8a) and

Figure 158 | Resulls of Slope Experiment 2 in terms of variance |
tion (b) fumdons Only overall tapping variability is depicted beca
production of isolated intervals.

values are essentially identical for the tapping and perception functions, 1(4) = 0.18. Moreover, we expected the increase to be the same for both mo
These results support the hypothesis that a common clock is used for both tas if a common timing system was involved. These predwuons
This finding is in accord with our correlational studies with normal subjects ( Clock and motor delay functions are not shown in Figu
et al., 1985, 1987) and patient research (Ivry & Keele, 1989). The earlier s be esumaled because the Wing-Kristofferson model requii
however, had assessed performance only alaslnglc interval. In lhc current appro ch, consecutive intervals. However, as stated previously, an e

sources that dre not duration dependent (i.e., nonclock variabili
process should increase in a systematic manner as the target interval is leng from the intercept values. Once again, the data favor models
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Table 154 Regression Analysis for Slope Experiment 2 %

Slope Intercept B

Measure (ms) (ms) ria

i 1

Standard deviation [
Tapping 0.0387 5.7 091
Perception 0.0340 9.0 097
Variance t J.
Tapping 1.8088 =2719 089
Perception 1.6480 -145.0 096

when standard deviation is plotted on the ordinate. Both the tapping and the
perception values are positive and of seemingly reasonable magnitude. In contrast,|
the variance functions yield large negative intercepts.

Summary of the Different Slicings of the Timing Pie

Figure 15.9, a and b, summarizes two ways of slicing up the variability pie on timing|"
tasks. The Wing-Kristofferson model (Figure 15.9a) slices off the implementation|
component and attributes the remaining variability to central processes, most notably |
a clock. The slope analysis (Figure 15.9b) slices off the clock component and :
attributes the remaining variability to all other processes involved in the tasks.}
Taken together, the two methods provide converging operations to analyze timing |
variability. f

Moreover, the methods may facilitate a more finely grained analysis of the}
different components involved in timing tasks. For example, on the repetitive tapping
task, an estimate of central processes that are not part of the clock component can
be obtained by examining performance on both tasks. This component can be inferred
from the disjunctive set (see Figure 15.9¢), the region of the pie that is not directly
estimated by either procedure. If timing is autributed to the clock component, and
the implementation of the response is attributed to the motor delay component, what
computational process might generate this remaining source of variability? One
possibility is that a timing process can be conceived of as having more than
component, only one of which is concerned with the actual timing. For example,’
clock-counter models postulate a second component that keeps track of the number |
of outputs of the clock. An alternative two-component model assumes variabili
in a process that accesses the timer. Consider an analogy in which a foot race is <:\
be timed with a stopwatch. An erroneous time could be attributed to either a probl
with the stopwatch or a problem with stamng or stopping the stopwatch. Indeed,
in track and field, the latter type of error is sufficiently great that hand-held timings.
are generally not accepted as official.

The preceding statements begin a natural extension of our component ana!yﬁ!
of coordination. The 1st step led to a decomposition of variability into comp

Slicing

Wing—Kristofferson Mo
Sources of Variability

R

central -
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H

Slope Analysis Model

Sources of Variability

b A

Combined Analysis, Repetitive
Sources of Variability

mol

c

cenira, non—f

' Figure 15.9 Three different slicings of the variability pie on tin

.~ such as force and timing. A 2nd step, based on the Win
~ decomposes timing variability into central and peripheral |

analysis provides a 3rd step for further decomposing the ce
example, manipulations that only affect the intercept can
timing components that are duration independent. Accessin,

1o be such a process. On the other hand, manipulations that ¢
- ably rel'leq properties of the duration-dependent componen
- To date, we have tested patients only at a single duration. If
- used, we predict that steeper slopes would be obiained for |
. the lateral cerebellum than for control subjects or other pat

deficits. In this manner, we anticipate that the slope analys

for |dcmlfymg the components of an internal timing system
the different sources of variability manifest in the operatior

| STUDIES OF FORCE VARIAB|

As reviewed earlier, a strong case can be made that an i
common to both perception and production, involves the ceret
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a brief summary of preliminary research exploring the neural systems involved in
force control. The evidence suggests that the basal ganglia play a crucial role in
this component operation. The nature of this computation, however, is unclear. We
do not postulate that the basal ganglia control the recruitment of motor units. Rather,
we expect that the contribution of the basal ganglia in force regulation is less direct,
One possibility is that the basal ganglia computation is more related to shifts in
motor set that may precede or trigger motor unit recruitment (Mink & Thach, 1991;
Wing, 1988). |

Force Control in Parkinson’s Disease

A large body of research with both animals and humans has investigated the effects of
basal ganglia dysfunction on movement kinematics and Kinetics. The most consistent
finding is that lesions of the substantia nigra or globus pallidus, two of the basal f
ganglia nuclei, reduce the speed at which movements occur. For example, Horak
and Anderson (1984) found that kainic acid injections into the globus pallidus in é
monkeys led 1o a slowing of movement time and that this deficit became more |
pronounced as the pathological consequences of the injections advanced. This finding |
matches the clinical observations of Parkinson’s disease in humans. This disease, |
in which extensive cell death in the substantia nigra is observed, is characterized |
by a slowness in movement and rigidity. This slowness, or bradykinesia, has been |
documented in numerous studies (e.g., Benecke, Rothwell, Dick, Day, & Marsden,
1987; Hallett & Khoshbin, 1980; Stelmach, Teasdale, Phillips, & Worringham, |
1989). ;
Superficially, bradykinesia might be interpreted as a timing deficit, because the
movements are abnormally slow. Such an interpretation would appear to be at odds
with our findings on the tapping and time perception tasks in which Parkinson
patients performed as well as age-matched healthy subjects (Ivry & Keele, 1989}i ‘
It may be necessary to make a distinction between tasks that require explicit timi
control and those in which temporal properties arise as the result of an inlem%
of many processes, only one of which may be the operation of an internal clock.
However, examining the variability of the movements produced by Parkinson p
tients is informative. Teasdale, Phillips, and Stelmach (1990) measured mov
time and movement time variability in a group of Parkinson patients. Although
patients moved more slowly than the control subjects, the patients’ movement ti
were not more variable once the differences in absolute movement time were
into account. This result meshes with our null findings on the tapping task. I
we chose a relatively slow tapping rate (I'TI = 550 ms) to ensure that the Pa
patients were able to keep up with the pace. Given this allowance, the tem)
characteristics of the patients’ movements were as consistent as for healthy subje
Teasdale et al. (1990) obtain the same result in a unidirectional movement tas
Force variability in Parkinson patients has been examined in two recent s

Slicing

!'naximum capability. Three different accuracy conditions w
]ecl_s' responses were scored as to whether they fell withi
region. Although not significant, the maximum force prod
patients was about 25% lower than the maximum force pre
Most interesting, the Parkinson patients were as accurate as

Rather than simply determine if the produced force fell
target area, Stelmach et al. (1989) used a quantitative meas
in which they recorded the actual forces produced for each |
as a coefficient of variation (standard deviation of peak force
ences were observed between the Parkinson patients and th
coefficient of variation for both groups averaged about 10
forces tested.

We have conducted a similar experiment using our fon
Park_inson patients and 11 age-matched control subjects v
tapping study, the Parkinson patients were tested under
conditions, the latter being when the patients skipped the:
cycles. Thus, this design provided a between-subject comparis
sons) and a within-subject comparison for the patients (on 1

As described in the section on the task-specific approach t
were produced by isometric contractions of the index finger.
the same for all subjects, corresponding to 1, 3,5, and 7 N. ]

~ well below maximum force capability for all of the subject
.~ of six force pulses with feedback and six force pulses with

completed six trials at each of the four targets.
The mean forces produced by the control subjects and the

the on and off medication conditions approximated the larget

patients under both conditions tended to produce slightly less

subjects, and this effect was more pronounced when the patien

The variability data are presented in Figure 15.10, a and b, '

for the three groups at each target level is plotted in Figu
- are replotted in Figure 15.10b as coefficient-of-variation me
~ variability
- Newell, this volume, chap. 2), the coefficient-of-variation fu
~ sloping and concave. Most important for our present concern
.~ coefficient-of-variation functions are essentially identical fo
~ in the Stelmach studies, these results would suggest that the
- o more v

a percentage of the target. In accord with previo

able than controls at regulating force.
However, Figure 15.10 does not reflect one important asp

Parkinson patients were much slower in generating the force
~ control subjects. Moreover, this effect was greatly magnifi
'~ manipulation. The mean contraction time for the control subj
- mean contrattion times for the Parkinson subjects were 483
- on and off conditions, respectively. A number of researche
. theoretically derive the relationship of movement variability
§ and temporal properties of the movement (e.g., Carlton &
~ chap. 2; Meyer, Smith, & Wright, 1982; Newell & Carlion, |
nik, & Frank, 1978). In each of these models, variability is
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e that increased force variability in the patients is offset b
0.9 Conirols variability resulting from the slower generation of the force
= e powerful demonstration of this finding is seen in the within-
5087 Parks ON 50% increase in impulse duration when the task was perform
307 - led to no observed decrease in variability. Again, we assu
kS e e Parks OFF variability caused by the drug manipulation is obscured by the
- i o o S L resulting from the longer impulse durations.
T05 S The preceding argument is admittedly post hoc: We had o
é 0.4 ] a force variability deficit could be identified by examining th
o However, when the temporal differences were considered, it
$0.31 analysis was too simplistic. The argument of a force deficit in |
502 emerges when the data are analyzed in light of current models
i v is possible, however, that the Parkinson patients do not ha
‘ rather that, for some unknown reason, their movements do nc
o PR G A S il R R R o Ay SR .
a Target Force (Newtons) This possibility was tested in a second experiment. Four
of whom had been in the preceding experiment, were testes
! —-— task under two different instructions. In both conditions, the p
0.9 Confrols to make single, smooth force pulses, trying to maich the ta
08 e condition, the patients were instructed to generate rapid for
S Parks ON condition, the patients were instructed to move more slowls
507 ;"'— single pulse. Subjects completing the slow condition first we
: arks OFF : i .
808 about twice as fast in the fast condition; subjects completing
Bos were instructed to move about twice as slow in the slow cor
= o The subjects were able to follow the instructions. The mu
£04 _—N for the slow and fast conditions were 588 ms and 252 ms, respe:
% 03 “\\ data are shown in Figure 15.11, a and b. The Parkinson p
3 ~ strong dependency of variability on impulse duration. Both
0.2 \%E_ of variability (Figure 15.11a) and the relative measure of variz
0.1 reveal greater variability for the faster impulses. These res
e . S ; . : e performance of Parkinson patients does follow a general spe
0 1 2 3 4 (e |5 ) 6 7 8 ' Thus, the results of this experiment strengthen the interpn
b Target Force whons

.~ ganglia lesions of Parkinson's disease impair force control.
- In summary, the evidence reviewed in this section sugj
coordination in Parkinson's disease may reflect an increa:
different component operation than that observed in the studi
patients. It should be reemphasized that to call the deficit a |
‘ may be misleading. A more accurate description of the Par}
with force (or distance), as was found in the current experiment. In addition, all e -~ in terms of regulm_ing the ffm:e-lime profile of an isome!rin
these models predict that variability should be inversely related to impulse duration  not think the Parkinson patients adopt a strategy of moving
(or movement time). In other words, there should be a speed-accuracy trade-off, . - compensating for mcreased variability in force control..Rath
~ disease impairs their ability to produce normal force-time I
viously, the computation performed by the basal ganglia
indirectly to {me control. The computational process may be

Figure 15.10 Results of Force Control Experiment I. Mean standard dcv.ialion of put
force is plotted as a function of target force (a). The data are transformed into cocfﬁc:gﬂl
of variation measures (SD/Force) in (b). }

force pulses in comparison to the control subjects. Despite this increase in impul

¥  transitions between different states of muscular activity. N
duration, the variability of the two groups was essentially identical. It is possible

- model the proposed deficit is not attributed to a process il
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i8 § and can the motor variability in clumsy children be attribute:
: ;:—rﬂ' Conditibn |8 processes? Different subtypes of clumsiness have been note

_ 1.4 e ) 1970), although an etiological framework for these differen
£ SLOW Condilion | | lated. One hypothesis concerning developmental motor probl,
22 /\ ¢ may reflect mild forms of brain dysfunction (Tupper, 198
3 ‘; abnormalities are not found (Henderson, 1987), the child
gL - : } symptoms that are similar to the problems seen in patients w
. o - | the term soft neurological signs has been employed to desc
H i contrast to the *‘hard signs’’ that can be ascribed to specifi
906 | Lundy-Ekman et al. (1991) identified a group of clumsy
g ; - them for the presence of sofi neurological signs. From a g
204 eight-year-old children who showed some element of clums
a ! for further study. Fourteen of these children demonstrated so
0.2 H cerebellar dysfunction, such as dysmetria and intentional

0 . : : v ; ' % demonstrated soft signs consistent with basal ganglia dysfu
o TR L i S Tty Rl | ¥ basal ganglia signs included choreiform, athetoid, and synk

a Targel Force (Newlons) 1 signs are not associated with Parkinson’s disease, but ratt
& ganglia disorder, Huntington's disease. The signs observed

L - E - cluded from the study were either mixed or inconsistent,

0.9 FAST Condilion z 4 The 25 clumsy children and 10 normal children were teste
o S | ‘;. tapping, perception-of-duration, and perception-of-loudness

1 it and b). The results provided a striking double dissociation. O
507 . children with soft cerebellar signs were more variable than e
>E 06 or the children with basal ganglia signs (Figure 15.12a). This n
on the perception-of-duration task, but not on the control |
205 involving loudness discrimination. In contrast, the children
S04  signs were more variable on the force control task than were
£ ~ (Figure 15.12b). The force control deficit for the children w
3 Mot signs can be assessed more directly in this experiment than in
Y02 because both groups of clumsy children produced force pu

0.1 . the same duration.
o B SRR SRR PO ERLS Srans R TS | LJ

- R R N SUMMARY OF COMPONENT AN

OF VARIABILITY

- The research reviewed in this chapter demonstrates the stre
analysis. We began with a set of mental operations that wei
involved in the performance of coordinated action. Correlation.
subjects were conducted to assess the validity of these putat
| studies were then followed by neuropsychological investigati

ducting thc:'l:mdies was twofold: First, we sought converg
of

Figure 15.11 Results of Force Control Experiment 2 in terms of mean .sla.ndard de\r
tion of peak force plotted as a function of target force in (a), and coefficient of v
measures (SD/Force) in (b).

regulating temporal aspects of the contraction, a process we would expect to i
the cerebellum.

istence operations identified in the correlational worl
1o explore neural basis of the operations. The patient 1«
strong evidence for the role of the cerebellum in timing fu
 work has implicated the basal ganglia in the regulation of force
correlated with force such as shifts in motor set (e.g., equilib

Force and Timing Deficits in Clumsy Children

We have recently applied a component analysis to a developmental _issue (L
Ekman, Ivry, Keele, & Woollacott, 1991); namely, Why are some children cf
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two pathways, at least prior to motor and premotor cortex
Assuming the computations performed within these pathwa
would be expected that variability that arises within each patt
dent. However, if the observable behavior requires the succ
of these pathways (in addition to other pathways), then the va
cannot be attributed to a single source, A component analysis
for identifying the appropriate pieces of the variability pie.

ms)
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